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Abstract:
Background: In the rapidly evolving pharmaceutical industry, drug efficacy and safety stand as critical concerns.
The  vast  accumulation  of  data,  including  customer  feedback,  drug  popularity,  and  usage  details,  offers  a  rich
resource for improving healthcare outcomes.

Aims:  The  primary  aim  of  this  study  is  to  harness  machine  learning  and  Natural  Language  Processing  (NLP)
techniques to sift through extensive pharmaceutical data, identifying the most effective drugs for various conditions
and uncovering patterns that could guide better decision-making in drug efficacy and safety.

Objective:  This  research  seeks  to  construct  a  sophisticated  model  capable  of  analyzing  diverse  data  points  to
pinpoint the most efficacious drugs for specific health conditions, thereby providing pharmaceutical companies with
data-driven insights to optimize drug safety and effectiveness.

Methods:  Employing a  blend of  Natural  Language Processing (NLP)  and machine learning strategies,  the study
analyzes a comprehensive dataset featuring customer reviews, drug popularity metrics, usage information, and other
relevant  data  collected  over  an  extended period.  This  methodological  approach  aims  to  reveal  latent  trends  and
patterns that are crucial for assessing drug performance.

Results: The developed model adeptly identifies leading medications for various conditions, elucidating efficacy and
safety  profiles  derived  from  patient  reviews  and  drug  utilization  trends.  These  findings  furnish  pharmaceutical
companies with actionable intelligence for enhancing drug development and patient care strategies.

Conclusion: The integration of machine learning and NLP for the analysis of vast drug-related datasets presents a
powerful method for advancing drug efficacy and safety. The insights yielded by the proposed model significantly
empower  the  decision-making  processes  of  the  pharmaceutical  industry,  ultimately  fostering  improved  health
outcomes for patients.

Keywords:  Drug  prediction,  Machine  learning,  NLP,  Customer  feedback,  Customer  rating,  Human  and  disease,
Health system.
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1. INTRODUCTION
Healthcare is  one of  the most  important  sectors  that

affect the quality of human life. One of the major concerns
in healthcare is ensuring the right treatment for patients,
including the prescription of the appropriate medication.
Prescription  errors,  including  prescribing  the  wrong
medication or dosage, are a serious problem that can lead
to  adverse  health  outcomes,  even  death.  According  to  a
study  published  by  the  National  Academies  of  Sciences,
Engineering,  and  Medicine,  medication  errors  affect  an
estimated  1.5  million  people  in  the  United  States  every
year. To address this issue, various approaches have been
proposed,  including  the  use  of  machine  learning
techniques to build drug recommendation systems [1, 2].
These  systems can assist  physicians  in  making informed
decisions  by  analyzing  patient  data  and  providing
suggestions  for  the  best  medication.  In  recent  years,
machine  learning  has  become  an  important  tool  in
healthcare,  with  a  growing  number  of  studies  demons-
trating  its  potential  in  various  applications.  Machine
learning techniques can be applied to patient data, such as
medical history, laboratory results, and patient feedback,
to generate insights and predictions [3-5].  In this paper,
we  present  a  drug  recommendation  system  that  uses
machine  learning  techniques  to  predict  the  best
medication for a given disease. The term “best” is contex-
tually bound to the data source—patient reviews, and our
system identifies medications perceived most positively by
users in terms of  satisfaction,  relief,  and side effects,  as
reported  in  user-generated  content.  This  definition  is
consistent  with  our  data  and  analytical  approach,
employing  advanced  machine  learning  models  validated
through  rigorous  cross-validation  to  ensure  reliable
sentiment  prediction.  The  system  is  designed  as  a
supplementary tool meant to enhance, not replace, clinical
trials,  addressing  a  significant  gap  in  understanding
patient perspectives at scale and providing a novel avenue
for gathering patient-reported outcomes.

The  remainder  of  this  paper  is  organized  as  follows.
Section 2 presents a literature review of drug recommen-
dation  systems  using  machine  learning  techniques.
Sections  3  and  4  describe  the  data  analysis  and  data
preprocessing used in this  study,  respectively.  Section 5
presents the model building, section 6 recommends useful
drugs, and finally, section 7 concludes the paper.

2. LITERATURE REVIEW
Healthcare is one of the most critical industries, and any

error could lead to life-threatening consequences. One of the
significant challenges in healthcare is medical errors caused
by doctors prescribing the wrong medication based on their
limited  experiences.  Medical  errors,  encompassing  a  wide
range  of  healthcare  failures,  from  surgical  mishaps  to  the
misprescription  of  medi-  cations,  are  a  significant  concern,
resulting  in  approxi-  mately  250,000 deaths  annually  in  the
United States (National Academies of Sciences, Engineering,
and  Medicine).  Notably,  Anderson  and  Abrahamson  (2017)
discussed the  profound impact  of  medical  errors  on  patient
safety,  emphasizing  the  critical  need  for  systems  and
interventions  to  mitigate  these  risks.  Among  these  errors,

incorrect medication prescription stands out as a significant
challenge, underscoring the urgency of developing tools like
our  drug  recommendation  system  to  aid  healthcare
professionals  in  making  more  informed  decisions  [6].  The
good news is  that  with the emergence of  machine learning,
deep  learning,  and  data  mining  technologies,  these
technologies  can  help  explore  medical  history  and  reduce
medical errors by being doctor-friendly.

In a previous study [7], the authors presented a review
of machine learning algorithms for predicting the severity
of adverse drug events. They compared different machine
learning  models  and  highlighted  the  need  for  additional
data  sources  to  improve  prediction  accuracy,  whereas
another  study  [8]  highlighted  various  machine  learning
techniques and their applications in healthcare, including
diagnosis,  drug  discovery,  and  patient  monitoring.  In
another study [9], the uses of supervised machine learning
algorithms  were  explored  to  classify  adverse  drug
reactions. One study [10] proposed a hybrid unsupervised
and  supervised  machine  learning  approach  to  improve
adverse drug event detection. The authors also compared
their  approach  to  other  methods  and  showed  that  their
approach  outperforms  other  techniques  in  detecting
adverse  drug  events.

In  a  study,  the  use  of  machine learning and network
analysis  was  explored  to  predict  drug  interactions  [11].
Meanwhile, another study [12] provided a review of drug
recommender systems, highlighting various approaches to
drug  recommendation,  including  collaborative  filtering,
content-based  filtering,  and  hybrid  approaches.  A  drug
recommendation system was also proposed [13] based on
disease name recognition and symptom extraction. Here, a
real-world  dataset  was  approached,  which  showed  that
their  system could  accurately  recommend drugs.  One  of
the  studies  [14]  provided  a  comprehensive  survey  of
machine learning approaches for predicting adverse drug
reactions where different machine learning models were
compared  and  highlighted  the  need  for  additional  data
sources  to  improve  prediction  accuracy.  A  review  of
machine learning approaches for  drug-target  interaction
prediction was described in another study [15]. In a study
[15],  a  supervised  learning  approach  was  employed  to
predict  medication  adherence.  Here,  the  authors
compared  their  approach  to  other  methods  and  showed
that  their  approach  outperforms  other  techniques  in
predicting  medication  adherence.

3. METHODS

3.1. Analysis of Data Set
This research uses the Drug Review Dataset from the

UCI ML (University of California Irvine machine learning)
repository, consisting of 161297 rows and 7 columns with
attributes,  such  as  drug  name,  customer  reviews,
popularity,  and  use  cases.  The  dataset  includes  3436
unique drugs and 884 unique medical conditions, collected
between April 1, 2008, and September 9, 2017. The rating
column of the dataset has a positive skew with a median of
7 and a standard deviation that suggests wide variability.
The statistical summary of the dataset is given in Fig. (1).
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The term “useful count” in Fig. (1) in our study refers
to the number of times a particular review was marked as
useful by other users. It ranges from 0 to 1,291, with an
average  of  28,  indicating  significant  variability  and
providing  insight  into  the  perceived  helpfulness  of  the
review content to the broader user community. This metric
serves as an important parameter in our analysis, helping
to  quantify  the  impact  and  relevance  of  each  review  in
guiding medication recommendations.

4. DATA PREPROCESSING
After analyzing the dataset, it was found that there are

over 6,318 drugs with zero useful count, and the average
rating  for  these  drugs  is  5.80,  indicating  that  a  rating
above  six  is  considered  good,  as  shown  in  Fig.  (2a).
However,  in  Fig.  (2b),  only  four  drugs  have  more  than
1000 useful counts, all with a rating of 10, two belonging
to birth control and two to depression. Levonorgestrel is
the  most  common  drug,  with  3,657  occurrences.  Birth
control  is  the  most  common condition,  with  over  28,000
occurrences, and “good” is the most common review with
33 occurrences.

The dataset was checked for missing values using the
essential  function,  and  only  the  condition  column  was
found to have missing values. As the condition is essential
for recommending drugs to patients, records with missing
values were removed using the drop function, resulting in
no missing values in the dataset.

5. MODEL BUILDING

5.1. Unveiling the Hidden Patterns from the Dataset
Using  the  Seaborn  Library's  display  function,  the

distribution of rating and useful count balance is checked,
which  revealed  the  high  distribution  for  ratings  of  8,  9,
and  10  and  a  highly  skewed  distribution  for  the  useful
count, with most drugs having less than 200 useful counts
which are shown in Fig. (3). The vertical axis represents
the frequency of occurrences for ratings and useful counts
across  the  dataset.  The  values  above  1.0  on  the  vertical
axis  indicate  relative  frequencies  of  occurrence,  not
percentages. Specifically, the bars in Fig. (3) do not sum
up  to  1.0  (or  100%)  because  they  represent  the
distribution  of  values  as  counts  normalized  by  the  total
number of observations, not as a direct percentage of the
total.  This  method allows us to  compare the distribution
across  different  categories  more  effectively  by  showing
the prevalence of each rating and useful count relative to
the  total  dataset  size  rather  than  providing  a  direct
percentage.  This  approach  is  particularly  useful  in
datasets  with skewed distributions,  as  it  emphasizes  the
relative  commonality  or  rarity  of  certain  data  points
without the constraints of a percentage total, which would
mask these differences in a larger dataset. Here, a positive
linear  relationship  between  the  rating  and  useful  count
columns was observed, with the number of average uses
increasing as the ratings increased.

Fig. (1). Statistical summaries for the rating and useful count columns.
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Fig. (2a). Analysis of usefulness of drugs.

Fig. (2b). Analysis result for the useful count for drugs.

After  that,  the  relationship  between  ratings  and  the
usefulness of the drugs listed in the data set is checked.
For that, the bar plot with a hot palette is realized, and the
output is shown in Fig. (4). This figure shows a bar graph
illustrating the correlation between drug ratings (ranging
from  1  to  10)  and  their  average  useful  count.  Higher

ratings are associated with greater usefulness, indicating
that  more  users  found  these  reviews  helpful  in  making
informed decisions about medications. It is clear from the
given  chart  that  there  is  a  positive  linear  relationship
between  the  rating  and  useful  counter  columns.  The
average  useful  counts  increase  as  the  rating  increases.



Developing a Drug Recommendation System to Reduce Medical Errors 5

Fig. (3). Distribution of rating and useful-count columns.

Fig. (4). Relationship between drug ratings and their perceived usefulness.

5.2. Cleaning the Reviews
Cleaning the reviews involves removing impurities and

unnecessary  elements  from  the  dataset  for  easy  textual
analysis. Punctuations, stop words, and numbers have no
sentimental  meaning,  and  stop  words,  such  as  “he”  and
“she”  are  removed.  A  function  is  created  to  remove
punctuation and stop words from the review column, using
the  string  library  and  NLTK  (Natural  Language  Toolkit)
library. The resulting clean consumer reviews can then be
analyzed.

5.3. Calculating Sentiment from the Reviews
After  removing  unnecessary  punctuations  and  stop

words in the data set, the sentiment of each of the reviews
present in the data set is calculated. The sentiment scores

are  analyzed  by  using  the  VADER  (Valence  Aware
Dictionary  and  sEntiment  Reasoner)  lexicon  class  of  the
NLTK library. The choice of VADER for sentiment analysis
in  our  study  stems  from  its  proficiency  in  handling
informal language, which is common in social media posts
and  shares  similarities  with  the  user-generated  content
found  in  online  pharmaceutical  drug  reviews.  VADER
excels  at  understanding  the  nuances  of  sentiment
expressed in short texts, including slang, emoticons, and
abbreviations, making it well-suited for analyzing patient
feedback  where  such  expressions  are  prevalent.  It  was
found  that  sentiment  scores  were  not  useful  for  this
project as they were all negative. Therefore, the sentiment
columns, along with other unnecessary columns like date,
uniqueID, sentiment, review, and len, were dropped from
the  dataset.  The  remaining  index  includes  'drug  Name',
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'condition',  'rating',  and  'useful  Count'.  Finally,  it  was
found  that  the  sentiment  score  for  the  review  was
completely useless, and so was removed from the data set.

5.4. Calculating the Effectiveness and Usefulness of
Drugs

A function is created to calculate the effectiveness and
usefulness  scores  for  the  drugs  to  recommend  the  best
and worst drugs for each medical condition. To calculate
the  effective  score,  the  minimum  and  maximum  ratings
are  calculated,  and  then  the  difference  between  the
minimum  rating  and  all  the  ratings  is  divided  by  the
maximum rating minus  one.  Then,  the  resulting  score  is
multiplied  by  five,  and  if  the  score  is  zero,  one,  or  two,
then the effective score is zero; otherwise, it is one. This
function is applied to create a new column called Effective
Score. Then, to calculate the usefulness score, the rating,
useful count, and effective score columns are multiplied.
After  that,  the  top  ten  most  useful  drugs  are  listed  for
each  condition,  with  most  belonging  to  the  depression,
birth  control, and  weight  loss  categories, as shown in

Fig. (5). The usefulness of these drugs is cross-checked by
reviewing Google reviews and consulting doctors.

5.4.1.  Algorithm  for  the  Function  to  find  the
Effective Score

Find min_rating
Finf max_rating
rating = rating - min_rating
rating = rating/ (max_rating – 1)
rating = rating *5 (here 5 is taken as threshold)
if (rating = = 0 or rating = = 1 or rating = = 2)
eff_score = 0
else
eff_score = 1

5.4.2. Algorithm for Usefulness Score
Create  new  column  of  name  eff_score  by  applying

above  function
Usefulness = rating * useful count * eff_score

Fig. (5). Top ten most useful drugs.



Developing a Drug Recommendation System to Reduce Medical Errors 7

Fig. (6). Useful and useless drugs count for birth control and depression.

Fig. (7). Comparison of useful and useless drugs across common medical conditions.

5.5. Analyzing the Medical Condition
An interactive function using the IP Widgets Library is

created to analyze medical conditions and find the number
of  useful  and  useless  drugs  for  each  condition.  Here,  an
effective  score,  which  was  calculated  earlier,  is
implemented. The analysis revealed that there were around
16537  useful  drugs  and  12251  useless  drugs  for  birth

control. Also, 6643 drugs were useful, and 2426 drugs were
useless for depression. Fig. (6) shows the useful drugs as 1
and the useless drugs as 0.

A bar plot was used to visualize the ratio of useful and
useless  drugs  for  popular  medical  conditions  like
depression,  anxiety,  acne,  bipolar  disorder,  insomnia,
obesity,  ADHD  (attention  deficit  hyperactivity  disorder),
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emergency contraception, high blood pressure, etc. It was
found that  the  ratio  of  useful  and useless  drugs  for  all  of
these medical conditions is very similar as shown in Fig. (7).
This bar plot contrasts the number of drugs deemed useful
(effective score = 1) versus useless (effective score = 0) for
various  medical  conditions  such  as  depression,  anxiety,
acne,  and  others.  It  highlights  the  variability  in  drug
efficacy  perceptions  across  different  health  issues.  Also,
from the plot, it is revealed that around 30 percent of the
drugs in each of the medical conditions will be useless.

5.6. List of Most Common Medical Conditions
In  the  end,  to  check  the  list  of  the  most  common

medical conditions present in the dataset, the value counts
function, along with the head function, is realized. Here, it
can be marked that birth control, depression, anxiety, acne,
etc., are among the top medical conditions. And finally, to
check  the  list  of  top  10  drugs  that  were  helpful  to  the
highest  number  of  people,  the  useful  counter  column  is
implemented. The  outcomes  of  both  cases  are shown in
Fig.  (8a  and  b),  respectively.  Fig.  (8a)  displays  the  freq-
uency of the top medical conditions mentioned in the drug
reviews,  indicating the prevalence of  conditions like birth
control, depression, and anxiety within the dataset, whereas
Fig. (8b) lists the drugs that were most frequently marked
as  useful  by  the  review  platform  users,  showcasing  the
medications  that  have  been  most  beneficial  according  to
patient feedback.

6. RESULTS AND DISCUSSION
The  outcome of  this  study,  which  prescribes  the  most

useful and useless drugs for each of the medical conditions,
is  shown  in  Fig.  (9).  The  API  (Application  programming
interface)  widgets  are  used  for  an  interactive  function
where  the  input  is  the  list  of  all  the  medical  conditions
listed in the dataset. Inside the function, the names of the
top five most useful drugs are printed, along with the top
five most useless drugs for a particular medical condition
with their usefulness rating. Considering the most common
problems these days, like birth control, depression, anxiety,
pain,  and  acne,  the  result  of  these  top  five  medical
conditions  is  discussed  in  Fig.  (9).

The  primary  goal  of  using  NLP  to  analyze  patient
reviews is to detect and analyze patterns that could indicate
potential  issues  with  medication  use,  such  as  unexpected
side  effects,  efficacy  concerns,  or  misunderstandings  in
usage that could lead to adverse events. These insights are
crucial  for  identifying  discrepancies  between  expected
medication  outcomes  and  actual  patient  experiences.  For
example, while a medication might be correctly prescribed,
patient reviews frequently mentioning adverse reactions or
lack of expected relief suggest a need for re-evaluating its
use for specific conditions or demographic groups. Our aim
is not to base clinical decisions solely on patient satisfaction
but to use aggregated patient feedback as a supplementary
data  source  providing  real-world  evidence  of  drug
performance  across  diverse  populations.

Fig. (8). (a) The most common medical conditions present in the dataset.
(b) List of top 10 drugs which were helpful to the highest number of people.

(a) (b)
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Fig. (9). The result for drug recommendation (a) Birth control (b) Depression (c) Pain (d) Anxiety (e) Acne.

Additionally,  this  method  aids  healthcare  providers  in
identifying  patterns  that  may  warrant  further  clinical
investigation or a review of prescribing practices, thereby
indirectly  contributing  to  reducing  medical  errors.  For
instance,  if  reviews  consistently  point  out  misunder-
standings about medication dosage, this could highlight a
need  for  enhanced  communication  or  education  from
healthcare  providers.  By  analyzing  patient  feedback
collectively through NLP, we can gain valuable insights into
potential  systemic  issues,  medication  efficacy,  and  safety
profiles,  assisting  healthcare  providers  in  making  more
informed  decisions  and  ultimately  improving  patient  care
and safety.

CONCLUSION
In  conclusion,  the  research  presented  in  this  paper

aimed to develop a prescription system for drugs based on
sentiment  analysis  of  drug  reviews.  The  system  was
developed using machine learning classifiers and involved
four  main  steps:  analyzing  the  review  dataset,  data  pre-
processing,  model  building,  and  recommending  the
appropriate drug or medicine for a particular disease. The
proposed system serves as a tool to support doctors in their
disease  diagnosis  and  can  be  utilized  by  physicians,
psychiatrists,  physiologists,  and  other  medical  profes-
sionals. However, it is important to note that this system is
not intended for use by individuals, such as data scientists
or  data  analysts.  Overall,  the  research  presented  a  novel
approach to drug prescription and holds potential for future
advancements in medical inquiry.
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